Improving plant biomass estimation in the field using partial least squares regression and ridge regression

Brian M. Ohsowski, Kari E. Dunfield, John N. Klironomos, and Miranda M. Hart

Abstract: Estimating primary productivity over time is challenging for plant ecologists. The most accurate biomass measurements require destructive sampling and weighing. This is often not possible for manipulative studies that involve repeated measures over time, or for studies in protected areas. Estimates of aboveground plant biomass using allometric equations or linear regression on single plant traits have been used, but tend to have poor predictability both within and across systems, or are limited to specific plant taxa. Here we estimate aboveground plant biomass using multiple collinear plant traits to generate a standard curve specific to the site of interest. Partial least squares regression (PLS) and ridge regression (RR), addressing predictor collinearity, are robust, highly accurate statistical methods to estimate plant biomass across gross differences in plant morphology and growth habit.
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Introduction

Plant biomass is considered a good approximation of primary productivity, especially in grassland communities (Hector et al. 1999). Directly measuring plant biomass, however, often requires fully destructive sampling techniques, which prevents repeated sampling in a community and impacts information on long-term growth dynamics. Direct biomass measurements are also labour intensive and impractical when experimental designs require a high level of replication. Minimally destructive estimation methods are useful when large-scale plant harvesting is impractical, and sampling design requires repeated measures (Catchpole and Wheeler 1992).

Historically, allometric equations have been used to estimate plant biomass with minimal destruction in the field. These equations are constructed using predictor variables such as diameter at breast height and total plant height to estimate biomass (Picard et al. 2012). The advantage of allometric equations is that they do not require calibration through destructive sampling. While used successfully to estimate woody plant mass (Sah et al. 2004), allometric equations developed to measure herbaceous plants are relatively scarce and can be highly variable in prediction accuracy because they have been shown to differ with plant morphology and environmental conditions (Niklas and Enquist 2002; Chave et al. 2004).
An alternative to allometric equations is the use of linear regression (LR) models to create standard curves specific to the study’s species of interest. This approach has advantages over allometric equations because a predictor variable from the system in question is regressed against actual biomass measurements collected on site (Catchpole and Wheeler 1992). This approach both improves accuracy over published allometric equations, and reduces the labour of harvesting and weighing biomass. Once a standard curve is established, rapid measurement of similar vegetation in the field is straightforward. Plant height is often assumed to be correlated with plant biomass when creating predictive univariate LR models, and has been used as an easily measured surrogate for plant biomass (Singh et al. 1975; Catchpole and Wheeler 1992). In the field, however, the predictive power of univariate LR models has been shown to vary, depending on ecosystem type and vegetative structure (Catchpole and Wheeler 1992). Even within a plant population, a single plant trait may not be necessarily well-correlated with plant biomass across all individuals (Gholz et al. 1979). Thus, while generating a standard curve improves accuracy over strict equations, in practice, these models may have weak predictive power.

Incorporating multiple plant traits has been suggested as a way to improve the accuracy of regression models (Ahmed and Bonham 1982). The use of classic multiple predictors should increase biomass estimation accuracy by taking into account several correlated plant traits. As plant traits are often collinear, this violates an assumption of classical multiple linear regression and can lead to erratic predictions of a response variable (Graham 2003).

Partial least squares regression (PLS) is a statistical method commonly used in computational chemistry that predicts a response variable from multiple, collinear predictor variables (Wold et al. 2001). PLS is becoming increasingly popular in ecological data analysis (Carrascal et al. 2009) as it address two problems common in ecological studies: (i) datasets with a high number of predictor variables relative to the number of samples, and (ii) high collinearity amongst predictor variables, such as plant morphological traits. Additionally, continuous and categorical data can be used simultaneously in PLS, which is an essential feature when measuring morphological aspects of plants. An alternative method such as ridge regressions (RR) is another viable statistical technique that analyzes collinear predictor variables. RR is a more robust version of LR that places constraints on regression coefficients and reduces the potential of overfitting data in a model.

Here, we apply two multivariate statistical approaches for estimating plant biomass in the field, PLS regression and RR. Compared with destructive harvesting, minimally destructive PLS plant biomass estimation will increase sampling volume, reduce data collection time, and minimize labour. We show that both RR and PLS increase plant biomass prediction accuracy in three morphologically distinct plant growth forms compared with simple linear regression models.

Materials and methods

Species selection and data collection

We selected three plant species representing differences in morphology/growth habit to determine the robustness of the PLS approach: a small shrub (Cornus racemosa Lam., grey dogwood), a tussock grass (Sporobolus cryptandrus Torr., sand dropseed), and a fern with radial rhizomes (Osmunda claytoniana L., interrupted fern). In September 2012, 41 individuals from each plant species were sampled from southern Ontario’s hardwood forest near Simcoe, Ontario, Canada (42°40’15.25”N, 80°28’44.96”W). We established a 50 m transect through a representative plant population for the target species and selected the closest individual at each 1 m increment. The target species selected along each transect captured the range of size and shape morphology present in the plant populations. Before harvesting each plant, a suite of plant trait measurements was collected (see below) before the plant was clipped at the soil surface and dried in a forced-air oven at 60 °C. The plant biomass was considered dry with the plant mass stabilized within ±0.3 g.

Measured plant traits

Plant height and density were determined with a standardized plate meter following Rayburn and Rayburn (1998). To accomplish this, an acrylic plexiglass sheet (40.0 cm × 40.0 cm × 3.2 mm) with a dowel (122.0 cm × 1.9 cm) inserted into the centre was lowered onto the plant until four leaves touched the plate (see Fig. 1). Plant height was recorded by measuring height of the plate from the soil surface. After measuring plant height, the weighted plate was then lowered to rest on an individual, compressing the plant tissue. The resting plate height gives an approximate estimate of the density of an individual plant (Rayburn and Rayburn 1998).

Circumference was obtained by measuring the circumference of all the plant material from one individual using a cloth measuring tape at three locations: half of the plant height, at 30 cm from the soil surface, and at the soil surface. Measuring plant circumference at a height of 30 cm allowed for the tight bundling of plant biomass when gathered. A list of measurements collected for each species is given in Fig. 1.

In the case of the O. claytoniana, plant morphology was distinctly different from the S. cryptandrus and C. racemosa. Osmunda claytoniana has radial rhizomes with multiple fronds growing in a circular cluster. Plant measurements were taken per frond and subsequently averaged and summed per individual. The average and sum measurements were the variables used to create the statistical models. See Fig. 1 for details on measurements.
Model creation
A training dataset and a test dataset were created from the 41 individuals from each species. The training dataset was built by randomly selecting 35 individuals, with the remaining six plants serving as external data points (test dataset). The same training and test datasets were used when creating the PLS, RR, and LR prediction models. Allometric equations were not compared because published equations do not exist for the three plant species in this study.

Data transformation, auto-scaling, and polynomial terms
Each variable was transformed to approximate normality (Table 1). Data were normalized (mean centered and auto-scaling) because PLS and RR are sensitive to fluctuations in scale and variance among predictor variables. Diagnostic plots indicated potential curvilinear relationships after autoscaling between predictor and response variables. Polynomial terms (2nd and 3rd orders) were calculated for each response variable after autoscaling and included in the variable selection calculations (Schielzeth 2010).

Variable reduction and model averaging
Using the training dataset (n = 35), all possible combinations of transformed variables and associated 2nd and 3rd order polynomials were scored using Bayesian Information Criterion (BIC) model selection in the MuMin package (Barton 2015) in R (R Core Team 2013). MuMin’s dredge function was used to force the condition that polynomial regression coefficients must be evaluated in conjunction with 1st order regression coefficients to ensure proper fitting of the model (Schielzeth 2010; Symonds and Pither 2012). Models with BIC ≤ 2 are considered to be equivalent. Therefore, BIC models ≤ 2 were averaged and variable importance values for the predictor variables were extracted. The plant measurements selected by BIC model selection represent the optimized variables that will best predict plant mass in the dataset (Johnson and Omland 2004; Grueber et al. 2011).

Partial least squares regression and linear regression models
PLS regression models were created with the pls package (Mevik and Wehrens 2007) in R. The optimized pre-
dictor variables and transformations used to calculate each plant’s PLS model are given in Table 1. Ridge regression models were calculated with the MASS package in R (Venables and Ripley 2002). Simple linear regression (LR) models were calculated with the plant height predictor variable to establish a standard curve in the lm function found in R’s base package (R Core Team 2013).

The number of terms retained in each model was determined using the root mean squared error of cross-validation (RMSECV) calculated from 10-fold cross-validation. RMSECV is a diagnostic metric used to test each component’s contribution to the overall predictive fit of the model. The latent variable with the lowest average RMSECV indicates the number of components to retain in the PLS model, thus maximizing each model’s predictive performance. The value of lambda, a vector of ridge constants, in the ridge regression model was optimized to the lowest generalised cross validation score for each plant species.

After generating standard curves from the PLS, RR, and LR models, plant mass was predicted and back transformed ($P_{mass}$) for the training and test datasets. $P_{mass}$ was subtracted from the corresponding reference plant mass ($R_{mass}$) weighed in the laboratory to determine how well the model predicted each data point. A perfect model prediction for a sample is equal to zero (i.e., $P_{mass} - R_{mass} = 0$). Root mean squared error (RMSE) and $R^2$ estimates for the linear relationship between $P_{mass}$ versus $R_{mass}$ were calculated to determine the training and test dataset’s actual predictive performance. The regression slope that was used to calculate RMSE and $R^2$ for the $P_{mass}$ versus $R_{mass}$ training dataset is equal to a slope = 1 with an intercept = 0. Mean and standard deviations of $P_{mass} - R_{mass}$ were calculated for the training and test datasets.

Table 1. Measured plant traits included in the optimized partial least squares regression, ridge regression, and linear regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Comp</th>
<th>RMSECV (g)</th>
<th>Predictors (mass ~ $x_1 + x_2 + \ldots + x_n$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Cornus racemosa</em></td>
<td>PLS</td>
<td>3</td>
<td>$bc + bc^2 + cd + cd^2 + hc + sqrt(ln) + sqrt(ln)^2 + th$</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>NA</td>
<td>$bc + bc^2 + cd + cd^2 + hc + sqrt(ln) + sqrt(ln)^2 + th$</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>NA</td>
<td>Mass ~ th</td>
</tr>
<tr>
<td><em>Osmunda claytoniana</em></td>
<td>PLS</td>
<td>4</td>
<td>$sqrt^{-1}(\sum(sl)) + log(fc) + sqrt^{-1}(mean(bl)) + log(\sum(fl))$</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>NA</td>
<td>$sqrt^{-1}(\sum(sl)) + log(fc) + sqrt^{-1}(mean(bl)) + log(\sum(fl))$</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>NA</td>
<td>Mass ~ $log(mean(fl))$</td>
</tr>
<tr>
<td><em>Sporobolus cryptandrus</em></td>
<td>PLS</td>
<td>4</td>
<td>$bc + bc^2 + square(30c) + cube(th) + cube(th)^2 + sqrt(wph)$</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>NA</td>
<td>$bc + bc^2 + square(30c) + cube(th) + cube(th)^2 + sqrt(wph)$</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>NA</td>
<td>Mass ~ $cube(th)$</td>
</tr>
</tbody>
</table>

Note: Partial least squares (PLS) regression component selection based on lowest root mean squared error from cross-validation (RMSECV) using 10-fold cross-validation. RR, ridge regression; LR, linear regression; 30c, circumference at height of 30 cm; bc, basal circumference; cd, maximum canopy diameter; fc, frond count; fl, frond length (blade length + stipe length); hc, circumference at half plant height; ln, number of leaves; sl, stipe length; th, total plant height; wph, resting height of falling plate meter.

Results

Variable selection in PLS models

BIC model selection reduced the number of variables from the full model in the *O. claytoniana* (5 → 4) and *S. cryptandrus* (5 → 4) datasets. All *C. racemosa* models included the five variables in the optimized PLS models (Table 1). Field-measured variables retained in the PLS models for all three species included plant diameter, height, and structural counts. Weighted plate measurements were only relevant when predicting the biomass of *S. cryptandrus*. PLS models used for *C. racemosa* and *S. cryptandrus* corrected for curvilinear relationships between plant biomass and several field measured variables (i.e., 2nd order polynomial terms) (Table 1).

Comparing models for predicting plant biomass in the training dataset

PLS and RR models consistently performed equally well in prediction diagnostics for all three plant species compared to LM models (Tables 2 and 3). The RMSECV model performance indicators translated to higher prediction accuracy when evaluating $P_{mass}$ versus $R_{mass}$ in each training dataset. $R^2$ values ranged from 0.990–0.995 (PLS) and 0.990–0.996 (RR) when comparing the predicted vs. reference biomass values. Predicted $P_{mass}$ versus $R_{mass}$ regression diagnostics in the training dataset were more variable in LR models with $R^2$ values ranging from 0.872–0.928. In all LR models, the lower $R^2$ values were due to reduced model performance when predicting heavier plants in the population (Fig. 2). In comparison, RR and PLS models accurately predicted training dataset plant mass across all plant weights resulting in higher $R^2$ values (Fig. 2). Model prediction performance in the training dataset, determined by RMSE values, indicated that all PLS and RR models consistently outperformed LR models when comparing $P_{mass} - R_{mass}$...
data (Table 2). RR model prediction performance compared with PLS was only slightly improved when analyzed by RMSE in *C. racemosa* and *S. cryptandrus* (Table 2).

**Comparing models for predicting plant biomass for external data**

Similar to models using the training set data, external data points predicted by PLS models consistently outperformed LR models (Table 3). $R^2$ of $P_{mass}$ versus $R_{mass}$ PLS test data points ranged between 0.991–0.995 (PLS) and 0.991–0.995 (RR), whereas $R^2$ data for LR ranged between 0.669–0.950. PLS and RR model RMSE of $P_{mass}$ versus $R_{mass}$ was consistently lower when using LR models to predict species biomass. Average $P_{mass} - R_{mass} \pm 1$ SD for externally predicted data using PLS was highest in *C. racemosa* (2.7 ± 7.4 g) and lowest in *O. claytoniana* (1.4 ± 2.2 g) (Table 3). In comparison, average $P_{mass} - R_{mass} \pm 1$ SD using LR had reduced predictive model performance with highest prediction variability in *C. racemosa* (–8.2 ± 16.2 g) and lowest variability in *O. claytoniana* (–1.7 ± 3.1 g).

**Discussion**

In our study, PLS and RR were far better predictors of plant biomass compared with LR for the three plant species in this study. This indicates a distinct advantage of using a multivariate approach to predict plant biomass in the field, since growth form did not strongly influence the predictive performance of PLS and RR. Despite the weak correlation of the individual variables to plant mass in the *O. claytoniana* population, both multivariate approaches resulted in an accurate model with good predictive performance. This highlights the usefulness of the regression techniques that account for collinearity when estimating plant mass in the field.

The success of the multivariate PLS and RR approaches show the importance of incorporating several predictor variables to estimate plant mass while accounting for variable collinearity. Incorporating variables that estimated plant density, circumference, and structural counts accounted for morphological variation. Approaches that employ only one predictor variable largely ignore the fact that two plants with identical heights may have distinctly different plant volumes in the field. This ultimately leads to higher variance in prediction accuracy and less reliable results (Catchpole and Wheeler 1992). In our study, predicting the biomass of larger individuals with LR reduced measurement accuracy and introduced uncertainty into the model. Because PLS and RR models have no statistical restrictions when variables exhibit multicollinearity (Wold et al. 2001), this allows for the incorporation of all variables that adequately describe aboveground plant architecture and morphological variation, resulting in excellent predictive performance in the field compared to all tested LR models.

In terms of variation within plant species, abiotic conditions in the physical environment has been shown to influence plant morphology (Westoby et al. 2002). In our study, variation in both externally and internally predicted data tended to increase with increased average plant mass for all plant species. Larger prediction error can reasonably be expected, owing to the higher variability associated with plant growth rate response during competition for water, light, and nutrients (Poorter and Nagel 2000). In this study, LR was more sensitive to plants with higher average biomass and standard deviations, resulting in less robust biomass prediction models using plant height as the sole predictor variable. This effect was most pronounced when evaluating predicted mass versus reference mass in the *S. cryptandrus* population, but was present in all evaluated plant species. PLS and RR models, on the other hand, exhibited high predictive performance across all plants, regardless of plant biomass ranges in the field. The robustness of the multivariate approach accounts for more morphological variability even within species, thus increasing the reliability of the model.

**PLS and RR in practice**

Compared with published allometric equations and LR using plant height, these multivariate models are customizable to specific study systems. Our multivariate models included both continuous (height, diameter) and categorical variables (structural). This approach incorporates the flexibility to choose not only the number but the types of variables used.

**Table 2.** Summary of statistics for the optimized partial least squares regression, ridge regression, and linear regression model training datasets.

<table>
<thead>
<tr>
<th>Species</th>
<th>Mass ± 1 SD</th>
<th>Height ± 1 SD</th>
<th>Model</th>
<th>RMSE (g)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Cornus racemosa</em></td>
<td>42.9±14.3 g</td>
<td>77.7±32.9 cm</td>
<td>PLS</td>
<td>4.4</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td></td>
<td></td>
<td>3.9</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td></td>
<td></td>
<td>20.5</td>
<td>0.872</td>
</tr>
<tr>
<td><em>Osmunda claytoniana</em></td>
<td>17.1±12.9 g</td>
<td>81.0±18.1 cm</td>
<td>PLS</td>
<td>2.1</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td></td>
<td></td>
<td>2.2</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td></td>
<td></td>
<td>5.6</td>
<td>0.928</td>
</tr>
<tr>
<td><em>Sporobolus cryptandrus</em></td>
<td>32.9±23.6 g</td>
<td>88.3±19.0 cm</td>
<td>PLS</td>
<td>4.4</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td></td>
<td></td>
<td>4.2</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td></td>
<td></td>
<td>13.4</td>
<td>0.880</td>
</tr>
</tbody>
</table>

*Note:* $R^2$ and root mean squared error (RMSE) values are based on $P_{mass}$ versus $R_{mass}$ estimates where slope = 1 and intercept = 0.
Labor cost and time necessary to create a multivariate model is similar to collecting a single response variable using LR. This approach is easily adapted to a variety of field and greenhouse situations, thus increasing sample replication, work efficiency, and prediction accuracy. While the destruction of a small subset of plants is inevitably required for all nondestructive biomass prediction analyses, this can be accounted for when designing an experiment. Increasing sample replication with the intent of destructive harvesting, creating a preliminary experiment under the same environmental conditions and harvesting its biomass, or choosing a representative population in the field similar to the population of interest are all viable options to account for initial biomass destruction.

Fig. 2. Predicted (\(P_{\text{mass}}\)) vs. reference (\(R_{\text{mass}}\)) plant biomass using the optimized partial least squares regression, ridge regression, and linear regression model for each plant species. The solid black points represent internally predicted data used to train each model (\(n = 35\)). Open squares represent external data predictions from the test dataset using only predictor variables (\(n = 6\)). Each broken line indicates a perfect prediction (\(P_{\text{mass}} = R_{\text{mass}}\)) with a slope = 1 and intercept = 0.
Table 3. Summary of statistics for the optimized partial least squares regression, ridge regression, and linear regression model externally predicted data.

<table>
<thead>
<tr>
<th>Species</th>
<th>Model</th>
<th>(P_{\text{mass}} - R_{\text{mass}}) ± 1 SD (g)</th>
<th>RMSE (g)</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Cornus racemosa</em></td>
<td>PLS</td>
<td>2.7±7.4 g</td>
<td>7.0</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>2.8±7.2 g</td>
<td>7.0</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>−8.2±16.2 g</td>
<td>14.8</td>
<td>0.950</td>
</tr>
<tr>
<td><em>Osmunda claytoniana</em></td>
<td>PLS</td>
<td>1.4±2.2 g</td>
<td>2.4</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>1.4±2.2 g</td>
<td>2.4</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>−1.7±3.1 g</td>
<td>2.8</td>
<td>0.926</td>
</tr>
<tr>
<td><em>Sporobolus cryptandrus</em></td>
<td>PLS</td>
<td>−2.9±2.3 g</td>
<td>6.0</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>−2.4±2.5 g</td>
<td>5.7</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>−0.1±19.3 g</td>
<td>17.1</td>
<td>0.699</td>
</tr>
</tbody>
</table>

Note: \(R^2\) and root mean squared error (RMSE) values are based on \(P_{\text{mass}}\) compared with \(R_{\text{mass}}\) estimates where slope = 1 and intercept = 0.

Alternatives to PLS and RR have been suggested, such as principal component regression (PCR) and artificial neural networks (ANN) (Hastie et al. 2001). Compared with PLS, PCR does not account for variance associated with response variables and resulting models tend to be less parsimonious with higher variability. Consistent with our results, studies evaluating PLS performance compared with RR show similar predictive performance on a simulated dataset (Frank and Friedman 1993) or marginally better predictive performance using observations in economic data investigating response variables to GDP per capita in Turkey (Yeniy and Goktas 2002). In both cases, RR and PLS outperform PCR. To the best of our knowledge, this is the first direct comparison of RR and PLS. In general, both PLS and RR models are equally parsimonious, easy to interpret, and user friendly thus affording no distinct statistical advantage over the other. Advances in computational statistics and machine learning suggest that ANN may someday create better predictive models than the preceding linear regression techniques. To date, ANN methodologies are not widely used in ecology. ANN computations have a steep learning curve, as the underlying statistics do not use common statistical methods. Thus, ANN methods are less accessible and more difficult to implement.

In conclusion, PLS and RR are robust statistical techniques that accurately predicts plant biomass in field and greenhouse experiments where destructive sampling is not possible. The customizable nature of this technique makes the usage of these models a powerful statistical tool for researchers in ecological and environmental science.
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