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This Article shows that the transparency of personal information online through ubiquitous data collection and surveillance challenges the rule of law both domestically and internationally. The Article makes three arguments. First, the transparency created by individuals’ interactions online erodes the boundary between public and private information and creates a “transparent citizen.” Second, the transparent citizen phenomenon undermines the state’s faithfulness to the ideals of the rule of law and to citizens’ respect for the rule of law. Transparency enables government to collect and use personal information from the private sector in ways that circumvent traditional political and legal checks and balances. Transparency encourages the development of anonymity tools that empower wrongdoers to evade legal responsibility and the rule of law. And, transparency puts national security, public safety, and legal institutions at risk in ways that will jeopardize and corrode the public’s faith in the rule of law. Third and lastly, transparency challenges international norms and data flows. National data privacy law is anchored in local constitutional culture and the transparency of personal information across borders creates deep-seated political instability that will only be resolved through political treaties.
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Privacy has long existed as a key value in western civilizations. As early as the Bible, history records efforts to protect privacy and prevent the transparency of private activities. In the Book of Numbers, during the exodus from Egypt the tribes of Israel are commanded to camp in the desert by family and Balaam says, “how goodly are thy tents o Jacob, thy dwellings o Israel.”2 Ancient biblical commentaries interpreted this passage to forbid dwelling windows or doors from opening directly opposite a neighbor’s window or door and thus assure the privacy of the home.3 Confidentiality was also highly valued. The Book of Proverbs says: “[H]e who goes about as a talebearer reveals

---

2. Numbers 24:2. In Numbers 24:32, the Bible even says “and so did they journey, each man with his family according to his father’s house.”
secrets; but he who is trustworthy in spirit keeps a thing hidden." 4 The privacy of communications was also assured with penalties of excommunication from the community.5

In our modern times, the distinction between public and private information is similarly critical for a well-functioning democracy and is accorded protection in constitutional instruments.6 Privacy enables citizens to engage in the deliberative process of democracy—by giving them the space to form thoughts and to interact socially and politically with others.7 Indeed, the French Constitution8 endorses the celebrated Declaration of the Rights of Man which enshrines that “the freedom to communicate thoughts and opinions is one of the most precious rights of man: any citizen can thus speak, write and publish freely.”9 More than two hundred years later, the United States Supreme Court in McIntyre v. Ohio Elections Commission was emphatic when it said, “under our Constitution, anonymous pamphleteering is not a pernicious, fraudulent practice, but an honorable tradition of advocacy and of dissent. Anonymity is a shield from the tyranny of the majority.”10

In this age of blogs, Twitter, Flickr, Instagram, online search engines, social networking sites, webcams, and e-government, our private selves and our informational identity are, however, often on public display. In many ways, we face the same ancient issue, except now it is on steroids with cloud computing. Technology has truly enabled the creation of the “transparent citizen.” While Justice Scalia is surely correct that information is often not private as a legal matter, his assertion that information privacy is “silly”11 illustrates that in a democratic society

6. For example, the U.S. Constitution through the Fourth Amendment enshrines the seclusion of a private zone against state interference. U.S. CONST., amend. IV. The Fifth Amendment assures autonomy for individuals with respect to disclosure of information to the state. Id. amend. V. The European Convention on Human Rights and Fundamental Freedoms explicitly establishes a “right to private and family life.” Convention for the Protection of Human Rights and Fundamental Freedoms art. 8, Nov. 4, 1950, 213 U.N.T.S. 221 (as amended by Protocols No. 11 and No. 14), http://conventions.coe.int/Treaty/en/Treaties/Html/005.htm.
8. 1958 CONST. pmbl. (Fr.)
9. DECLARATION OF THE RIGHTS OF MAN AND OF THE CITIZEN art. XI (1789) (Fr.) (“La libre communication des pensées et des opinions est un des droits les plus précieux de l’Homme: tout Citoyen peut donc parler, écrire, imprimer librement . . . .”).
the governance dimension of the blending of publicly available and private information is poorly understood. Indeed, as it turned out, Justice Scalia did in fact believe that every datum in his life should be private.12

This Article seeks to show that the transparency of personal information in the network ecosystem through ubiquitous data collection and ambient surveillance creates a subtle, but fundamental challenge to governance through the rule of law both domestically and internationally.13 As Lon Fuller articulated in his widely recognized principles for the rule of law, law must exist and be obeyed by all, including government.14 The transparent citizen undermines the fulfillment of this basic precept of the rule of law. This challenge is international in scope and global information instability will be inevitable without an international political solution.

The Article makes three arguments. In Part I, the Article maps out the erosion of the border between public and private information in the network ecosystem on the Internet and the resulting “transparent citizen.” Part II then argues that the transparency of personal information in the network ecosystem challenges democracy’s principle of the rule of law. Part III shows that the challenge is international in scope and concludes by showing that global instability will be inevitable without an international political solution.

I. FROM TRANSPARENT PERSONAL INFORMATION TO THE TRANSPARENT CITIZEN

Data collection, storage, and processing are ubiquitous in the networked ecosystem. From grocery store purchases to telephone calls, client information is collected and stored for aggregation and networked data mining.15 The ubiquity and ambient level of surveillance emerges from a variety of factors: network functionality, government functions,

12. Id.
14. Lon L. Fuller, The Morality of Law 39 (rev. ed. 1969) (advocating that a legal system will be a failure if there is “a failure to achieve rules at all . . . [and if there is] a failure of congruence between the rules as announced and their actual administration”).
commercial goals, security, social media, and the impracticality of obscurity.

A. Network Functionality

The provision of networked services creates clickstreams that generate vast quantities of data about individuals. Tracking information is necessary to route communications. For example, cell phones would not function without the geolocation of subscribers at all times. Cloud computing—the latest computing development that embeds data storage on network servers permitting access from any device connected to the Internet—necessitates robust information tracing. Internet communications require the tracing of transmission origin and end points to route traffic. Radio frequency identification (“RFID”) chips are now implanted in passports to store personal information and facilitate border clearance procedures.

B. Government Functions

The growth of open government and government benefits programs generates vast data collection needs. Property tax rolls, public licenses such as driver’s licenses, car and boat registrations, attorney registries, and sex offender registries, and other lists fuel the states’ repositories of data. While much of this data has historically been available to the public through freedom of information statutes, government agencies are now making this data available online, thus increasingly disseminating the details of citizens’ lives ranging from the value and floor plans of their homes, to their political contributions, to professional licenses, to their parking tickets, and even to their

sex offender status. Other government-collected data may not be released publicly at the moment, but future dissemination remains an open question. For example, many states collect and retain DNA samples from newborn babies without parental knowledge or consent. The release of this data in the years to come—with varied justifications such as genetic studies—while speculative, is likely.

Legal mandates also compel the private sector to gather data about their clients. For example, U.S. financial institutions must help law enforcement agencies detect and prevent financial crimes. Anti-money laundering regulations typically require that banks “know their customers” and mandate the gathering of client’s demographic and identifying information.

C. Commercial Pressures

In addition to network functionality and government programs, commercial pressures exponentially increase the need for and the gathering of personal information. Product personalization and one-to-one sales and marketing require detailed customer information or profiles. The latest trend in marketing is behavioral advertising that seeks to target product solicitations to individuals based on their actual Internet activities. The targeting models rely on data mining from large data sets or “warehouses” of online behavior such as website


27. See About Google Ads, GOOGLE, http://support.google.com/ads/answer/1634057?hl=en (last visited Nov. 18, 2012) (“You may see text ads on Google Search results pages and other Google products such as Google Maps. The ads you see may be based on what you searched for, your location, and the time of day.”).
browsing and e-commerce transactions in combination with offline behavior.\(^{28}\) As an early example, this was one of the motivations behind DoubleClick’s acquisition of Abacus,\(^ {29}\) and then Google’s subsequent acquisition of DoubleClick.\(^ {30}\) Tracking files and other surveillance technology are often installed automatically on a computer whenever its user visits a website.\(^ {31}\) In addition to gathering a user’s search history, such technology can assess a user’s location and personal information to target ads to that user more effectively.\(^ {32}\)

Back office functions further expand data collection. RFID chips are increasingly used to track store inventory. Alien Technologies, for example, had a joint venture with Lacoste, Calvin Klein, and Burberry to embed RFID chips in clothing.\(^ {33}\) This also means that RFID readers can monitor where people wear their Calvins. Similarly, Walmart embarked on a project to embed RFID tags so that the company would be able to track jeans and underwear.\(^ {34}\)

Commercial pressure then also creates a significant market for the dissemination of personal information. Companies sell information, whether through advertising or subscription, that discloses significant personal information.\(^ {35}\) At the same time, companies sell information that facilitates tracking individuals. For example, Google Earth reveals

---

28. See Behavioral Targeting Solutions, MICROSOFT, http://advertising.microsoft.com/en/behavioral-targeting (last visited Nov. 18, 2015) (“We use data from keyword searches and site visits to place users into dozens of valuable consumer segments most likely to be receptive to specific messages.”).
32. See id.
35. Acxiom, for example, is one of the nation’s largest sellers of personal information and, for a fee, will sell data on ethnic assimilation, age, wealth, and much more. See Consumer Data Products Catalog, ACXIOM, https://www.hashdoc.com/documents/8135/data-products-catalog (last visited Nov. 18, 2015).
street and home images. These data sets can be overlaid to show, for example, the home locations and images of wanted criminals or hounded celebrities.

D. Security

Cybersecurity, physical security, and homeland security imperatives likewise create great pressures for surveillance and the tracking of online activities as well as data mining programs. In the case of cybersecurity, network monitoring and traceability are essential to deter attacks. This necessitates what in 1988 Roger Clarke presciently termed “dataveillance.” Likewise, physical security concerns pressure organizations to deploy surveillance camera networks and monitors. Homeland security programs, in their efforts to deter attack, focus on profiling potential attackers through large-scale data collection and analysis.

E. Social Media

Concomitant with the trend for business and government to collect and process more personal information online, social networking increases the disclosure and dissemination of personal information. Internet users independently reveal some of the most intimate details of their lives on blogs and websites. Facebook users routinely post information about their private lives—relationship status, religious affiliation, and latest party escapades. Tweeters on Twitter record their real-time movements and thoughts for the world to see. Friends

36. See Google Maps, http://maps.google.com (last visited Nov. 18, 2015) (providing the “streetview” function, which allows users to see images of particular streets, and the “satellite” function, which allows users to view satellite images of streets and specific addresses).


41. Twitter, http://www.twitter.com/about (last visited Nov. 18, 2015). Twitter enables users to post 140 character “tweets” or messages to computers and cell phones via instant messaging, web posting, and texting. Registration is free and anyone can sign up to receive “tweets” from any user. See, e.g., Mark Glaser, NYU Professor Stifles Blogging, Twittering by
and neighbors disclose information and the information of others when they post material on the web such as photographs or captured images from webcams.\footnote{See, e.g., Jean v. Mass. State Police, 492 F.3d 24, 26 (1st Cir. 2007) (holding that webcam video taken illegally of a warrantless police search could be lawfully posted on the Internet).}

Yet, despite an individual’s public dissemination of his or her personal information, there remains a sense that these disclosures exist for limited purposes. At the same time Internet users bare their souls online, they react harshly and negatively to the unexpected viewing of their personal information. Facebook faced vociferous criticism and lawsuits when it launched Beacon, a technology that telegraphed Facebook user’s personal information and web actions to third parties.\footnote{Caroline McCarthy, Facebook Beacon Has Poked Its Last, CNET (Sept. 18, 2009, Sept. 19, 2009), http://news.cnet.com/8301-13577_3-10357107-36.html.}

\section*{F. Loss of Practical Obscurity}

The convergence of these factors leads to the loss of “practical obscurity” and an important expansion of the scope of personal data in the public sphere. Practical obscurity was a protection effectively afforded by the difficulty of access to information that was nonetheless formally in the public domain. For example, property records are quintessential public records. In the past, information might have been available on a homeowner’s mortgage, but the voyeuristic neighbor had to go to the county recorder of deeds to find the original record among musty old property records. This practical difficulty made the “public information” generally obscure from prying eyes. However, now these records are made public online and search engines make these vast quantities of data readily available for all to see with only a few clicks of a keyboard.\footnote{As an example, the execution of a few simple searches with well-chosen search terms on Google can often unveil a person’s home address, telephone number, family members, mother’s maiden name, level of political activity, hobbies, and photographs, to name just a few categories of available information. See Cohen, supra note 1.} In a famous pre-Internet case, \textit{Department of Justice v. Reporters Committee for a Free Press}, the Supreme Court held that rap sheets were not public information for purposes of the Freedom of Information Act.\footnote{U.S. Dep’t of Justice v. Reporters Comm. for Freedom of Press, 489 U.S. 749 (1989).} The Court recognized that “there is a vast difference between the public records that might be found after a diligent search of courthouse files, county archives, and local police stations throughout the country and a computerized summary located in a single
clearinghouse of information.” 46

This vast difference stems from the repurposing of personal information that arises with digitalization and compilations. In other words, data that is collected for one purpose in a particular context takes on a different character when processed or used outside that original context. 47 In effect, Justice Scalia, in joining the majority in Reporter’s Committee, foreshadowed the transparency and loss of practical obscurity that arises with data mining on the Internet.

The loss of practical obscurity is often a poorly understood phenomenon. Typically, the scope of transparency of personal information and the ease of repurposing are a surprise to data subjects and the public at large. Even Justice Scalia, who anticipated the issue early on, did not recognize the profound implications. In January 2009, he gave a speech in New York and was quoted as saying that to treat much of the information on the web as private was “silly” and that he did not care whether people knew what groceries he bought. 48 As it turned out, Justice Scalia cared very much and did not think it was “silly.” We learned this from Justice Scalia’s intemperate response to a class exercise in an Information Privacy Law course that I taught at Fordham. 49

As part of my Information Privacy Law course at Fordham, the class undertook a research exercise to explore the origins and scope of privacy law, the ways technology can both invade and protect personal information, and the relationship between law and those technologies. 50 The exercise had as an important aim: to illustrate the transparency and

46. See id. 764.


49. Cohen, supra note 1.

secondary use associated with readily available information on the Internet. The exercise was designed to provide a first-hand experience for class discussion of the issues of contextual use, social norms, and the scope of legal protection. The class focused particular attention on the boundary between public and private information and the loss of practical obscurity. For the exercise several years ago, I framed the research as a challenge to the class to find a specific piece of esoteric information about me. Over the course of the semester, students posted links to web pages containing information about my family and me and through data mining analysis students were able to generate the target information. The class was surprised at how much information could be found readily.

The following year, the course syllabus focused greater attention on the blurring of public and private information, so the class exercise was framed to find information about a public figure. During a class discussion early in the semester of Justice Scalia’s quotes about the silliness of privacy in his New York speech, the issues he raised about transparency made him a logical choice for the class research on a public figure. Like the previous year, class members posted publicly available information related to Justice Scalia to a password-protected discussion board. This in turn led to information about his family. To enhance a class review discussion on the issues of aggregation and secondary use, the loss of anonymity, and legal responses, one of the students prepared a fifteen-page compilation of the information in an organized dossier format. The class was shocked by the results—the extensive dossier on an individual and members of his family were all available from publicly accessible sources on the Internet. This was precisely the teachable point and it was not lost on Justice Scalia. Indeed to emphasize the value of the exercise as a pedagogical tool, the class dossier has remained a confidential, course document. None of Justice Scalia’s personal information was ever published or released by anyone in the class.

Beyond the surprise of secondary uses of transparent information, the loss of practical obscurity also means that data aggregation and mining further enable the re-identification of otherwise anonymous individuals through predictive profiling.51 One famous example is the identification of the author of Primary Colors—a political novel about the 1992 presidential election—who wrote under the name

“Anonymous.” 52 Data matching pinned the authorship to Joe Klein. 53 Similarly, Carnegie Mellon professor Latanya Sweeney has demonstrated in a number of works that re-identification from seemingly anonymous data streams is relatively simple. 54 According to other researchers at Carnegie Mellon, even Social Security numbers can be reverse engineered from publicly available data. 55 Paul Ohm has argued that the ease of re-identification undermines much of the protection afforded to individuals from existing American privacy law. 56

The aggregation of data, thus, poses a dilemma for privacy. Dan Solove notes in his book Understanding Privacy that privacy may be implicated if one combines a variety of relatively innocuous bits of information. Businesses and government often aggregate a wide array of information fragments, including pieces of information we would not view as private in isolation. Yet when combined, they paint a rather detailed portrait of our personalities and behavior . . . 57

Solove has also highlighted that the Supreme Court recognizes the problem of privacy of public information. In Department of Defense v. Federal Labor Relations Authority, 58 a labor relations case, the Court said that “[a]n individual’s interest in controlling the dissemination of information regarding personal matters does not dissolve simply because that information may be available to the public in some form.” 59 Ironically, Justice Scalia was in the majority agreeing with this position.

G. Technological Nudity

In effect, the combination of these factors—network functionality, government programs, commercial pressures, security imperatives, social networking, and the loss of practical obscurity—lead to

52. ANONYMOUS AKA JOE KLEIN, PRIMARY COLORS (1996).
56. See generally Ohm, supra note 51.
57. DAN SOLOVE, UNDERSTANDING PRIVACY 70 (2008).
59. Id. at 500; SOLOVE, supra note 57, at 166.
extraordinary transparency in citizens’ lives and create a form of
technological nudity. Indeed, the Internet and network ecosystem erase
the border between public and private information. The transparency
expands the public space. Geolocating technologies and routine
commercial uses reduce any expectations of privacy.

Normatively, the information society has created a “transparent
citizensry.” Citizens are widely exposed to public view without an
effective boundary between public and private information. The
transparent citizen loses informational self-determination in his or her
relationship with the state and thus loses an important bedrock of
democratic civil society. Similarly, the transparent citizen’s loss of
informational self-determination alters his or her private relationships in
society.

II. THE TRANSPARENCY CHALLENGE TO THE RULE OF LAW

The transparency of personal information presents a basic challenge
to the rule of law both in terms of the state’s faithfulness to its ideals
and in terms of individuals’ respect for its principles. The overexposure
of citizens reduces the checks and balances on the exercise of
government powers and diminishes citizens’ trust and commitment to
law.

A. Transparent Citizens and Non-Transparent Government

Typically, democracies shield the privacy of citizens from the state
and make the activities of the state transparent. In particular,
democracy imposes specific limits on privacy intrusions by the state
through legal and political mechanisms.

In the United States, both constitutional law and statutory
requirements protect citizens from government acquisition of private
information, but they are poorly adapted to the technological
environment. The constitutional pillars for privacy rest on the First and
Fourth Amendments. The First Amendment jurisprudence privileges

---

60. See, e.g., Antoinette Rouvroy & Yves Poulet, The Right to Informational Self-
Determination and the Value of Self-Development: Reassessing the Importance of Privacy for
Democracy, in REINVENTING DATA PROTECTION? 45 (Serge Gutwirth et al. eds., 2009); Paul
Schwartz, The Computer in German and American Constitutional Law: Towards an American
Right of Informational Self-Determination, 37 AM. J. COMP. L. 675 (1989); Spiros Simits,

61. See Joel R. Reidenberg, Resolving Conflicting International Data Privacy Rules in
Cyberspace, 52 STAN. L. REV. 1315 (2000) (discussing democracy’s first principles in data
the principle of open government).
speech over privacy and imposes limits on privacy legislation. The Fourth Amendment jurisprudence protects reasonable expectations of privacy that are now challenged by ubiquitous technology.

The statutory framework is extensive and complex. Laws such as the Electronic Communications Privacy Act, the Right to Financial Privacy Act, and the Fair Credit Reporting Act restrain the state’s ability to obtain information from private parties without a judicial check. However, with respect to private parties, U.S. law tends to regulate the market process rather than provide a core, consistent set of substantive rights.

Practical obscurity also provided an important political check on state data gathering and repurposing of public information. While much of the transparency of citizens comes from data that has long existed in disparate places, such as public property records or drivers’ license records, or from data that could be acquired through surveillance in public places, the political and financial costs to hire investigators for every street corner who would observe and record citizens’ movements were generally too high for democracy to justify such large scale data gathering campaigns.

The technology driven data flows, however, invert democracy’s traditional citizen-state relationship. Significant data processing functions and privacy invasive data mining by the state are now hidden from public view, while citizens’ lives are now fully transparent to the state. This inversion undermines the carefully calibrated set of checks and balances on the state’s acquisition and use of personal information. Transparent personal information erodes the Fourth Amendment boundary line. Ever since Katz v. United States, the Supreme Court has protected privacy where there is a “reasonable expectation of

---

65. See Reidenberg, supra note 61, at 1343–46.
privacy” against state intrusions. The transparent citizen, however, loses a reasonable expectation of privacy when information is in the public domain. In *Miller v. United States*, the Supreme Court held that a bank customer had no reasonable expectation of privacy in the information contained on a check because the check was disclosed to third parties while in circulation through the bank payment system.68 Professor Christopher Slobogin makes the point that the government does not have to worry about the Fourth Amendment when it acquires data from government sources, commercial data brokers, or third-party businesses.69 As Professor Danielle Citron has astutely observed, e-Government programs or “Government 2.0” enable the state to gather enormous amounts of information from citizens based solely on the public’s access to government websites.70

Justice Scalia, writing for the Supreme Court in *Kyllo v. United States*, provides a technologically dependent view of the reasonable expectation of privacy.71 While the Court held that the use of heat-sensing technology to recreate images of activity on the other side of a wall was a violation of the Fourth Amendment, Scalia wrote: “Where, as here, the Government uses a device that is not in general public use, to explore details of the home that would previously have been unknowable without physical intrusion, the surveillance is a ‘search’ and is presumptively unreasonable without a warrant.”72

The Court essentially ruled that because the technology was not in common use, the occupants of the home had a reasonable expectation of privacy against thermal imaging.73 In other words, the common deployment of thermal-imaging technology would eliminate the reasonable expectation of privacy within the home.

Under this reasoning, the pervasive data collection and flow of the transparent citizen’s personal information through ordinary, everyday technological interactions mean that citizens no longer have reasonable expectations of privacy. Indeed, with webcams deployed ever more frequently, the scope of one’s reasonable expectation of privacy


70. Danielle Keats Citron, *Fulfilling Government 2.0’s Promise with Robust Privacy Protections*, 78 Geo. Wash. L. Rev. 822 (2010); see also Angwin, *supra* note 22 (discussing the use of “‘third party’ tracking files” to gather detailed information about individuals that is then sold for advertising purposes).


72. Id. at 40.

73. Id.
diminishes.

Beyond the problem of diminished reasonable expectations of privacy, government can effectively circumvent the checks and balances that protected citizen privacy by enlisting private intermediaries. Dan Solove notes that we have become a society of records held by third parties. The transparent citizen makes it possible for government to act “sub rosa” through private intermediaries. Instead of seeking to collect information itself, government agencies buy data inexpensively from the commercial marketplace. For example, the Bush Administration’s ill-fated, but not discarded, Total Information Awareness project (“TIA”) sought to data mine information on millions of Americans. TIA caught William Safire’s attention in a New York Times op-ed piece and the outraged public response pressured Congress to curtail the program through spending appropriations restrictions. Nevertheless, the program’s surveillance goals were separately implemented in incremental steps, largely outside the public debate that surrounded TIA.

When the federal government wanted information to profile pornography browsers on the Internet, it sent subpoenas to the five largest search engines asking the companies to provide their log files for all user search requests in a specific period of time. The matter became public only when Google challenged the subpoena—the other search engine companies provided the data without objection. Thus, the government’s data surveillance was only accidentally revealed to the transparent citizens whose information was disclosed to the state. The alternative, wiretapping the net to mine traffic patterns, is something the government chose to avoid. It would have faced strict legal constraints, namely the need for search warrants for each of the individual account holders, and inevitably public opposition like the outcry that occurred

77. Id. at 265.
79. Id. (“Google has been refusing the request since a subpoena was first issued last August, even as three of its competitors agreed to provide information, according to court documents made public this week.”).
when the actual subpoenas were revealed.

Scholars have identified the problem of state-sponsored information surveillance. Jack Balkin refers to the use by government of publicly available information as the “National Surveillance State.” Patricia Bellia convincingly argues that online data retention policies feed indirect government surveillance. James Dempsey and Lara Flint argue that commercial data mining for behavioral patterns turns the constitutional presumption of innocence around. Christopher Slobogin, in his book *Privacy at Risk: The New Government Surveillance and the Fourth Amendment*, argues for legislative action to constrain government’s use of transactional surveillance precisely because the Fourth Amendment does not recognize these data searches as constitutional violations. The point is inescapable: the information-surveillance complex enables government to “search” citizens without the need for legal process or political accountability and the Fourth Amendment loses its protective value.

More recently, federal and state law enforcement agencies have established “fusion centers” throughout the country to facilitate the sharing of information among law enforcement agencies and homeland security. Fusion centers combine data from online public sources and from private sector sources (e.g., purchased from data sellers and brokers). While the primary purpose for the creation of fusion centers in the post-9/11 period is to protect public safety, Danielle Citron and Frank Pasquale have aptly noted the troubling privacy implications. The state can and does now engage in surveillance through data mining on individuals not suspected of any crime. Indeed, since the Winter Olympics in 2010, the U.S. government began a monitoring program for social media sites like Facebook and Twitter. In other words, by mass

81. See Balkin, supra note 18, at 1.
82. Bellia, supra note 37, at 137.
84. CHRISTOPHER SLOBOGIN, PRIVACY AT RISK: THE NEW GOVERNMENT SURVEILLANCE AND THE FOURTH AMENDMENT (2007); Slobogin, supra note 37, at 107.
87. Jason Ryan, *During the Olympics, the Feds Will Be Reading Your Tweets—and the Blotter*, ABC NEWS (Feb. 13, 2010), http://abcnews.go.com/Blotter/olympics-feds-reading-
collection and mining of social media data, the government presumes any citizen may be guilty rather innocent. Yet, the details of these programs are not readily found nor widely known. They are, simply put, non-transparent.

This transformation to non-transparent government surveillance represents an important shift and challenge for state respect for the rule of law. In the 1960s, when the federal government sought to computerize records for social security, Congress established the House of Representatives Special Subcommittee on Invasion of Privacy—a special subcommittee of the House Committee on Government Operations—because of concerns for the government’s tracking and use of information about citizens.\(^8\)\(^8\) Indeed, the Privacy Act of 1974 was enacted in the wake of Watergate and J. Edgar Hoover’s domestic spying programs to bring government data processing out into the open. Or, as Justice Louis Brandeis once famously said, “sunshine is the best disinfectant.”\(^8\)\(^9\) Today, the pervasive, non-transparent state data collection activities that sidestep democratic checks and balances mean that public accountability will be diminished.

**B. The Transparent Citizen and Commitment to Law**

At the same time that the transparent citizen undercuts the state’s faithfulness to the rule of law, transparency challenges private respect for the rule of law. Anonymity tools developed by the network community empower citizens to respond to the erosion of privacy. For example, cryptographic experts strive to create tamper-proof anonymity to protect against government watchfulness.\(^9\)\(^0\)

But, anonymity tools have dual use. Just as they can protect against invasions of privacy, they also can empower and encourage wrongful behavior and the rejection of the rule of law. The Supreme Court has even recognized that “the right to remain anonymous may be abused when it shields fraudulent conduct.”\(^9\)\(^1\)

Wrongdoers use architectures of anonymity to try to evade the application of law to their activities. For example, JuicyCampus.com


89. LOUIS D. BRANDEIS, OTHER PEOPLE’S MONEY AND HOW THE BANKERS USE IT 29 (1914).


was created to spread gossip and rumors about college students through anonymous postings on a website. The site’s business model was effectively based on the encouragement of posters to defame their classmates and hide behind the architecture of anonymity. AutoAdmit.com embodied a similar strategy. More recently, in the business world, competitors have tried to wrongfully disparage their competition while hiding behind architectures of anonymity.

Transparency also challenges the boundary between civic engagement and vigilantism. Perhaps the precursor is the 2007 website VideoVigilantes.blogspot.com, where short videos were posted to expose suspected wrongdoers who are caught on private webcams. Another interesting case study is the project launched in 2008 by the Texas Border Sheriff’s Coalition. The coalition partnered with BlueServo to stream live images from webcams along the Mexican border as “an innovative real-time surveillance program designed to empower the public to proactively participate in fighting border crime.” The public is supposed to report suspected criminal activity to the sheriff, but at the same time, the data stream provides tools for those seeking to take justice into their own hands. Even in the social arena, the dissemination on websites of comments designed to ostracize women and men or to mark a virtual scarlet letter on college students
who partied too hard\textsuperscript{98} take on a vigilante character due to the permanence of the postings. If a tipping point in the malfeasant use of citizen transparency is reached, then general respect for the rule of law diminishes.

C. The Transparent Citizen and Public Safety

Even more significant than the challenge to respect for the rule of law, an overly transparent citizenry poses a basic threat to the existence of the rule of law in democratic society. Public safety is at risk from citizen transparency. The availability of too much information poses economic and physical threats. For example, a website, PleaseRobMe.com, illustrated that Twitter and Facebook postings could be used in conjunction with Google maps to show real-time information on homes that were vacant and easy to rob. Similarly, sites like HollaBackNYC.blogspot.com—a site designed to warn New York City women in real time of the location of harassers—may also mistakenly brand individuals. If adverse incidents multiply that are associated with transparent personal information, public fear of Internet disclosures will be harmful to society.

The transparent citizen also poses a national security risk that may threaten the very existence of the rule of law. Herb Lin of the National Academy of Sciences raises the specter that transparency may fuel cyber attacks by enemies.\textsuperscript{99} Imagine that the now famous Scalia dossier—an organized collection of publicly available information profiling the Justice and his family members—is compiled for every flag officer in the United States military. The information could readily be used to create home life distractions during a military crisis. For example, simultaneous identity theft of officers across all military theaters of operation could be launched or could be launched against officers’ immediate family members. Alternatively, information could be used to stalk or threaten officers’ family members in coordinated attacks. Such attacks could wreak personal havoc for officers at precisely the moment when their undivided attention is needed for national security. The nation’s economic security could similarly be threatened if an “information” attack were launched against the staff of home] (last visited Nov. 18, 2015) (website designed to denigrate men).


\textsuperscript{99} I am indebted to Herb Lin, Ph.D, chief scientist, National Academies of Science, for our discussion of this possibility.
major banks or stock exchanges simultaneously.100

D. The Transparent Citizen and Public Trust in Legal Institutions

Less dramatically, the transparent citizen also frames a challenge to the public’s faith in legal institutions. In particular, the integrity of the judicial system is threatened by the transparency of personal information. Twittering lawyers and socially-networked judges may compromise faith in the fair administration of justice. When judges join social networks like LinkedIn or Facebook and affiliate with lawyers and litigants who appear before the court, perceptions of conflicts will arise.101 Florida, for example, restricts judges’ use of Facebook. A judge there may not ethically “friend” a lawyer who might appear before the judge.102 The state’s judicial ethics committee reasoned that “friending” would give the appearance of special influence.103 Social media, similarly, may provide judges with the equivalent of ex parte communications should they receive updates on litigants or lawyers involved in cases before the court. But, simply wishing happy birthday to a judge might not qualify as an impermissible communication, at least in South Dakota.104 At the same time, lawyers’ use of social media exposes them to new twists on professional responsibility that can erode the public’s trust in the profession. Lawyers’ dubious behavior becomes widely known and representations to judges may be contradicted by online postings.105

Over-transparency may likewise infect the integrity of the jury

---

100. Cf. Nelson D. Schwartz & Christopher Drew, RSA Faces Angry Users After Breach, N.Y. TIMES, June 8, 2011, at B1 (mentioning that the hacker of RSA Security’s databases was likely motivated by a desire to access military secrets through RSA’s SecurID tokens, as several military contractors use them to protect their computer networks).


104. See Onnen v. Sioux Falls Indep. Sch. Dist., 801 N.W.2d 752, 757–58 (S.D. 2011) (holding that a public message on Facebook wishing the judge a happy birthday did not require the judge to recuse himself from the case).

system. Jury selection can readily be contaminated by search engine digging into the lives of potential jurors. In one famous case, Judge Coar banned lawyers from using Google to learn about jurors outside the court. Many lawyers also search social media sites for information on potential jurors. Jury service may similarly be tainted by a juror who, unbeknownst to the attorneys or judge, uses search engines to find extra information about the people involved in the case. The Supreme Court of South Dakota, for example, threw out a jury verdict in the case of a “Googling juror.”

III. THE TRANSPARENCY CHALLENGE TO INTERNATIONAL NORMS AND DATA FLOWS

The transparent citizen through ubiquitous and ambient data gathering likewise presents a challenge to international norms and data flows. In essence, the transparent citizen creates an international legal problem. Like the situation in the United States, existing foreign norms are pushed to the limits, and the legal instruments designed to assure the respect for privacy and to allow transborder data flows between different legal systems lose stability.

A. The International Legal Problem

Throughout the world, data privacy laws create a legal framework for the processing of personal information. As Neil Richards argues, intellectual privacy, or the protection of personal information needed to formulate one’s thoughts and develop one’s associations, is essential for democracy. These laws thus reflect an international consensus on basic fair information practice principles for democracies that dates back to the 1980s with the promulgation of the OECD Guidelines on
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Privacy and the Transborder Flows of Personal Data\textsuperscript{111} and the Council of Europe’s Convention for the Protection of Individuals with Regard to Automatic Processing Personal Data.\textsuperscript{112} The norms elaborated in these instruments seek to define fairness in the collection, use, and storage of personal information. While these instruments are international, data privacy law exists as a matter of national law.

At the core, however, national data privacy law is deeply anchored in each country’s constitutional culture.\textsuperscript{113} Outside the United States, most countries approach privacy with a strong, comprehensive national law grounded in the conception of privacy as a fundamental human right.\textsuperscript{114} On the books, these laws appear to offer stronger protection than U.S. law where privacy is seen more as a market regulated value; but, in practice, the effects of comprehensive data privacy laws often fall short of their aspirations.\textsuperscript{115}

Just as the U.S. legal framework faces challenges from the transparency of citizens’ personal information, foreign data protection laws also face overload. The European Union’s data privacy framework provides a key illustration. European countries express key political values through the evolution of their data privacy regimes. In the post-WWII period, European countries began an economic integration process with the formation of the European Coal and Steel Community\textsuperscript{116} and expanded efforts to create a single economic marketplace with the Single European Act\textsuperscript{117} and the Treaty on European Union.\textsuperscript{118} During this time, various European countries including France, Germany, and the United Kingdom responded to the

\footnotesize{\textsuperscript{111} OECD, Guidelines, supra note 47.}
\footnotesize{\textsuperscript{113} Reidenberg, supra note 112.}
\footnotesize{\textsuperscript{114} This is the model from the Council of Europe’s convention that has been highly influential around the world, first in Europe with the adoption of Directive 95/46/EC and then followed in Latin America and elsewhere.}
\footnotesize{\textsuperscript{115} Dierdre Mulligan & Kenneth Bamberger, Privacy in Europe: Initial Data on Governance Choices and Corporate Practices, 81 GEO. WASH. L. REV. 1529 (2013); Dierdre Mulligan & Kenneth Bamberger, Privacy on the Books and on the Ground, 63 STAN. L. REV. 247 (2010).}
computerization of their societies with data privacy legislation. By 1995, following the Single European Act, Europe sought to harmonize data privacy legislation to promote a pan-European internal market for information services. Yet, as European integration took on a greater political dimension with further treaties culminating in the Treaty of Lisbon, data privacy became a core European political right enshrined in the Charter of Fundamental Rights of the European Union. Indeed, the current data protection reform serves an important governance function. The draft General Data Protection Regulation (“GDPR”) provides a centralization of data privacy law at the European level and enshrines privacy as a pan-European political right.

And, more precisely, Europe is grappling directly with the transparent citizen problem. For example, both the GDPR and the Court of Justice of the European Union have sought to articulate a “right to be forgotten” for automatically processed data. The GDPR is also seeking to match political rights to new economic issues such as profiling, data security breach, and corporate responsibility. Europe looks at citizen transparency from the perspective of privacy as a fundamental right.

**B. International Instability**

To avoid the circumvention of European protections, EU law prohibits the transfer of personal data to countries that fail to provide an “adequate” level of privacy protection. As a result, the underlying and national political conceptions of data privacy law create instability for international data flows. Trade conflicts over privacy in the private
sectors have created significant uncertainty over the years.\textsuperscript{127} Similarly, political conflicts over privacy in the public sector have challenged data flows such as the disputes over data gathering and mining for national security.\textsuperscript{128} Outside of Europe, similar handwriting appears on the walls. Brazil, for example, considered a data localization rule that would require local processing of Brazilian data in order to protect its views of citizens’ privacy.\textsuperscript{129}

To facilitate data flows across the different legal systems, various international bridges between the U.S. and Europe have evolved. In particular, in order to satisfy the “adequacy” standard in EU law for data exports, three mechanisms emerged: the U.S.-EU Safe Harbor, Binding Corporate Rules, and Model Contracts.\textsuperscript{130} These solutions, however, do not resolve conflicts between the legal systems’ underlying choices. For example, as Paul Schwartz and Daniel Solove argue, the solutions do not address fundamental differences between Europe and the U.S. on the meaning of “personal information,” which is critical for the applicability of protections.\textsuperscript{131} Similarly, in the wake of the Snowden disclosures, the European Parliament challenged the viability of the Safe Harbor.\textsuperscript{132}

\textbf{C. Political Choices and Stability}

The transparent citizen forces inherent political choices to the forefront if privacy is to be effectively protected in a globally networked
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environment. The transparent citizen re-engages society in the definition of the role of the state in governing information flows. States must re-confront the political choice of protecting privacy as a fundamental right or protecting information as an economic commodity. In effect, the choice is a profound decision on each state’s organizing principles: do privacy rights serve as a bulwark against state power or do privacy rights empower a state to check private authority?

A lack of uniformity across borders is likely. Different societies will make different decisions based on their constitutional heritages about the role of the state and the purpose of privacy rights. This lack of uniformity assures that there will be continued conflict for international data flows that are political in nature.

Traditionally, nation-state political conflicts are resolved by international treaties. Privacy will not be an exception. In fact, since the mid-1990s, privacy has appeared in international trade treaties.\textsuperscript{133} The resolution of core, underlying political differences on privacy and the state’s role will need an international legal instrument to create transborder data flow stability. At the moment, the trade framework appears first on international agendas.\textsuperscript{134} Yet, the trade approach favors the commodity conception of privacy rather than the fundamental right philosophy.\textsuperscript{135} Since the trade treaty negotiations are conducted in secret by government representatives for economic actors, the political differences over non-economic values risk being short shrifted and, as Margot Kaminski argues, need a full public airing outside the trade arena where privacy will be bundled with other issues.\textsuperscript{136}

IV. CONCLUSION

The transparent citizen forces democracies to confront a crucial question for a globally connected, information-dependent world: what kind of open society do we want to have? To have an open, democratic
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society, citizen transparency needs to be checked. Our challenge going forward is whether and how we can craft legal and technical instruments to re-instantiate obscurity for citizens’ information.